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Inferentialism and Wittgenstein on linguistic use

@ Semantics is not given by the denotation of a linguistic éptbut by its
(correct) use in the language

The meaning of a word is its use in the language (Philosophicaestigations, J
043)
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Inferentialism and Wittgenstein on linguistic use

@ Semantics is not given by the denotation of a linguistic éptbut by its
(correct) use in the language

The meaning of a word is its use in the language (Philosophicaestigations,
043)

@ Cosequences bx the interpretation by making intentioryadikplicit

By OintentionO | mean here what uses a sign in a thought. Tteniion seems t
interpret, to give the Pnal interpretation; which is not arther sign or picture,
but something else ? the thing that cannot be further integbed. But what we
have reached is a psychological, not a logical terminus.il@®ophical Grammar,
Part |, n98)

What are you telling me when you use the words . . .? What can dth this
utterance? What consequences does it have? (Last Writings6R4)
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Dummett and Prawitz on linguistic use

Crudely expressed, there are always two aspects of the usegdfen form of
sentence: the conditions under which an utterance of thattesce is appropriate,
which include, in the case of an assertoric sentence, whaint® as an acceptable
ground for asserting it; and the consequences of an utteeantit, which
comprise both what the speaker commits himself to by the wiece and the
appropriate response on the part of the hearer, includingthie case of assertion
what he is entitled to infer from it if he accepts it (Dummettar3)

L
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L

| shall [...] review some approaches to meaning that are Hase how we use
sentences in proofs. One advantage of such an approach isftbm the
beginning meaning is connected with aspects of linguisse.u(Prawitz 2006)
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Logical inferentialism
Key ideas
@ Semantics is not given by the denotation of a linguistic éptbut by its

(correct) use in the language: in logic and formal systemss thorresponds to
assigning a semantic r™le to the deductive and proof-thiecaspects.

@ The meaning of logical constants is determined by théerential rulesthat
govern their use.

A problem(Prior 1960)

@ tonk connective shows that some constraints are needed in ordetebne
correctly the meaning of logical constants.

Ax — AX

. Al A B! B .

tonk -introy —8¥ ——— tonk-intro,
Al Atonk B B! Atonk B _

tonk -elimy |—B W tonk -elimy

I -intro ﬁ m! -intro

: - " -intro
I (A" B)#(B" A
' A$ B
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Logical inferentialism
A solution (Dummett 1973)

@ The conditions under which a given logical constant can beeated should
be inharmony with the consequences one can draw from the same logical
constant.

A. Naibo, M. Petrolo, T. Seiller (Parisl, Paris7, IML) LOCI January 21, 2011 7148



Logical inferentialism
A solution (Dummett 1973)

@ The conditions under which a given logical constant can beeated should
be inharmony with the consequences one can draw from the same logical
constant.

Which set of rules has semantic priority ?

1) Intro-rules (Gentzen/Prawitz/Tennant)

2) Elim-rules (Martin-L$f[1970]/Schroeder-Heister[1985]Dummett[1991])
3) Either intro OR elim-rules (Milne/Rumbptt)

4) The set of all rules (Brandom)
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Logical inferentialism
A solution (Dummett 1973)

@ The conditions under which a given logical constant can beeated should
be inharmony with the consequences one can draw from the same logical
constant.

Which set of rules has semantic priority ?

1) Intro-rules (Gentzen/Prawitz/Tennant)

2) Elim-rules (Martin-L$f[1970]/Schroeder-Heister[1985]Dummett[1991])
3) Either intro OR elim-rules (Milne/Rumbptt)

4) The set of all rules (Brandom)

From a formal point of view, harmony has been presented in dilent ways

1) conservativeness (Belnap/Kremer)
2) normalization:

2a) inversion principle (Prawitz)
2b) general inversion principle (Negri/von Plato)
3) Deductive equilibrium (Tennant)
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Logical inferentialism
A solution (Dummett 1973)

@ The conditions under which a given logical constant can bseated should
be inharmony with the consequences one can draw from the same logical
constant.

@ We focus on the formalization of harmony asrmalization that correspond
to the so-calledPrawitzOs inversion princip{Brawitz 1973):

The elimination rules for a certain connective can neveowlto deduce more
than what follows from the direct grounds of its introductiarules. J

@ Such a condition bansonk

D
1A | |
K- L
I I Atonk B 0° ?
1 B

@ It is impossible to debne a normalization strategy.

CET T 1T
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A problem withharmony-as-normalizatiomodesty

@ The condition ofharmony-as-normalizatiodoes not ban all Otonkish"
connectives: Charmony is an excessively modest demandE
(Dummett 1991, p. 287).

@ Let us add a new logical connectivé Y to NJ through the following rules:

Lo JTA 1B 1A B A
! -intro ! -elim

LI ALB 111 B

@ These rules enjoy a normalization strategy:

D D1

1A 'l B D> | D}
!

! -intro ;

‘I Al B 1A ' it B

I -elim T
Lt rB

Where D} is obtained byD; by adjunction of! and!" in the axioms.

CETTITITITCTIT 7T
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A problem withharmony-as-normalizatiomodesty

@ The! -connective does not enjoy the property déducibility of identicals
(Hacking 1979), i.e. it is not possible to prove ! B starting from the only
assumptionA ! B with a non-trivial proof.

@ Note that such a condition holds for other connectives, e.g.

Al B#AI B X Aaza X
I -elim

Al B,A#B
Al B#A! B

I -intro

A" B#A" B AX A" B#A" B AX
—_—— " -—elimy —_———— " -elimy
A" B#A A"B#B , o
A"B#A" B
@ This procedure fails fot :
A
ATBIAILB ™ “ATA X
A! BA! B '
?
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A problem withharmony-as-normalizatiomodesty

@ In the Sequent Calculus setting, this property of dedudijnNibf identicals
corresponds to the so-called atomic Oaxiom-expansioc€dprre. Again, for
" we have:

MATA BIB

A" B,A! B
A" B! A" B

'R

@ The absence of this property fdr indicates that the meaning of a connective
is not only given by right and left rules but also by the axiortloe form A !
B! Al B.

@ Indeed, the meaning df is not only given by its use (inferential rules) but
also by some extra stipulation.

CET T 1T
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A problem withharmony-as-normalizatiomlouble-dealing

o PrawitzOs inversion principle plays a double r™le:

1. Itis a meaning-condition: if (the dePnition of) a connectiveloes not satisfy it,
then it is not meaningful;

2. Itis a su"cient condition for being a logical constant: if a @nnective does not
satisfy normalization, then it is not a logical constant.

@ The risk is to identify two questions:

1) What counts as the meaning of a linguistic connective;
2) What counts as a logical constant.

@ Not being a logical constant should not imply the fact of noeing
meaningful at all: it seems to be reasonable to have meaningdnnectives
that are not logical constants.

CETTITITICTIT 1T
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A possible solution

@ We claim that the questions 1) and 2) belong to dilerent donmai of analysis.

@ In particular, our proposal is that the analysis of what casiras a logical
constant can be performed on a dilerent level other the lingfic one,
namely thecomputational one.

@ We will show that the both the inversion principle and the deibility of
identicals can be interpreted as a computational propestie

@ This guarantees the possibility of (partially) foundingdizal properties over
computational ones: the lack of computational propertiessu“cient for
ruling out what is not logical.

@ In order to develop our proposal we have to Pnd a suitableirsgtior
analyzing the notion of computation. A reasonable one se¢mbe
I -calculus.

CETTTTTIITTIT |1
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Curry-Howard isomorphism

o ! -termst are considered as programs; a type judgementA is a program
equipped with a specibcation that describes its behavior.

@ The " -reduction corresponds to the execution of a prograpwhen applied
to an argumentu; the reduction shows how computes.

@ The Curry-Howard isomorphism establishes a one-to-oneesmondance
between Natural Deduction anél-calculus, e.qg.

Lx:A#1:B ot
L #Ixt Al B 0 1'#utA elim ! LY H DB
L1 # (Ixt)u B ’
L#t:A "#u:B , .
- -intro
LU #$t,u% A" B ) ! L#T:A
- " -elim
Poh# (B, u%: A

Indeed,normalizationin NJ corresponds td -reduction in! -calculus.
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I -expansion

@ In! -calculus the main objects are programs, which areensional objects
even if two programs compute the same mathematical funcsipnsually they
are not considered as identical (e.g. one can be more e"cithan the other).

@ This means that there exist two termsandt® (t)u % (t&u for all termsu,
but not t % t&

@ In order to work in the usual extensional setting, the foliog rules
(#-expansiol are needed:

t% 1 Ix(t)x

(with x 1 FV(t))

tH o $ (1), " 2()%
@ The relation of#-expansion is type-preserving.

CETTITITICTIT 7T
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I -expansion and deducibility of identicals

@ #-expansion corresponds exactly to the property of dedlitjbof identicals:

A" BIEIA" B XCATX:IA
t:A" B,x:A! (t)x:B )
! -intro
t:A" Bl Ix(t)x:A" B
t:A#B! t.:A#B AX t:A#B! t.A#B AX
-elimg -elim;,
t:A#B! "1(1): A t:A#B! ",(1):B
" int
T A#BI$"1(1)," 2(0)% A# B e
CIT I T I
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Extensionality i -calculus

@ We can debné# -equivalence %a:5) as the smallest equivalence relation
containing& 4 and& .

e Extensionality: If t andt&are such that(t)u %sgs (t&u for all termsu, then
t Yyg t&

@ Can we add some other type-preserving relation!eterms?

CETTITITICTIT 1T
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Maximality of%:x
@ The answer is no. It is a consequenceRB¥hmOs Theorem

Theorem 1 (BShm)

Let s and t be closed norméal-terms that are not"# -equivalent. Then there exist
closed terms u...ux such that

(S)uz...ux = I xy.y

(t)up...ux = ! xy.x

@ This means thats andt can be distinguished by their computational
behaviour.

Corollary 1

Let %, be an equivalence relation dn containing%;, and such that it is
I -compatible. If there exist two normalizable nd# -equivalent terms t, £ such
that t %y,t& then v %, v&for all terms v, \#

@ The adjunction of another equivalence relation dbrterms, forces the
collapse of the whole set of normaktterms.

CET TIATTTIITTIT |1
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Maximality of%:x
@ The answer is no. It is a consequenceRB¥hmOs Theorem
Theorem 1 (BShm)

Let s and t be closed norméal-terms that are not"# -equivalent. Then there exist
closed terms u...ux such that

(S)uz...ux = I xy.y
(t)up...ux = ! xy.x

@ This means thats andt can be distinguished by their computational

behaviour.

Corollary 1

Let %, be an equivalence relation dn containing%;, and such that it is
I -compatible. If there exist two normalizable nd# -equivalent terms t, £ such
that t %y,t& then v %, v&for all terms v, \#

The corollary suggests to tak&# -equivalence as a su'cient condition for being
logical constant.
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Comparisons with other conditions (1)

A comparison with BelnapOs criterion
@ #-expansion is more OliberalO than the requiremeninidity (Belnap 1961).

o For example, the S4 operator satisbeg-expansion, while it does not
satisbes unicity:

#-expansion Unicity

Given two operators, and! (, governed
by the same rules, we canOt prdva (!

TALTA ™ LA

— | -elim

TALA o I

TATT A Lo TATTA X TATITA ™

FATTA 7|A|A 1 —elim 7' (A|A I -elim
LAl ALY

@ Therefore BelnapOs criterion removes! Sdut of the domain of logical
constants, while#-expansion does not.

CETTITITICTIT 1T
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Comparisons with other conditions (2)
A comparison with the general elimination principle
@ Consider the quantum disjunction operator:

11 11
YA I -intro, 7Bl -intro »

I'Al' B I'TAl' B

I'Al'B Al C B! C
rrc

! -elim

(Where the arbitrary context of the two minor premisses df -elim must be empty)
@ #-expansion condition does not rule out;

— AX — AX
| 1
AX Al A I -introy &! -intro

A! BI Al B Al Al B B! Al B
Al BI Al B

I -elim

@ On the other hand, given the introduction rules for, the general inversion
principle, without the support of any further condition, ©gerates" theusual
rule for disjunction elimination and not thé -elim rule.

@ The problem concerns how to impose a Contrﬂjﬂiﬁfﬁﬁﬁ]ﬂ[ﬂ:ﬂ]ﬂ
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Problems

o Even if we started from computational considerations, thear analysis has
been performed only at the linguistic (i.e. of types) level.

@ In this manner we risk to persist in the confusion between theaning-level
and the logicality-level.

@ Our problem can be rephrased in the following manner: how bardebned
an operator in purely -terms, without passing through types in advance?

@ ! -calculus is a syntactical framework. In order to considesren
constructions, we need to extend our debnitions of objectd &herefore) of
reduction which in this case cannot be considered as primiti

o If we want to move away from the linguistic level and fully éép the idea
that logical constants coincide with those operators thaave a particular
type of computational behavior, we have then to choose a det setting.

@ We want to work in a framework where reduction is debPned asimipive,
and where the distinction between logical and non logicahgtouctions on
types can be made based on reduction.

CETTTTTIITTIT |1
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9 [Towards an untyped setting
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Overview

@ The computational level is taken as primitive.

@ The leading idea is that the basic computational propert{e$ programs) are:
1. Composition / Execution;
2. Termination.

@ Given a sets of OobjectsO (mathematical objects), a notfoexecution and a
notion of termination allows one to construct types, as inmlada-calculus
(realisability).

CETTITITICTIT 1T
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Construction

framework execution termination
lambda-calculus| " -reduction | (strong) normalizability
permutations paths no "internal cycles"
ludics normalization daimon
Gol execution ) = {0&+ a1+ Op

@ From the notions of execution and termination, we can debPngoéion of
orthogonality.

@ From this notion of orthogonality, we can debmgpesas sets of object§
such that there exists a sés with T = S .

Remark 1

We usually rephrase the debnition of a type by saying that jpetys a set of
objectsT such thatT? = T, a statement that is equivalent to the other one.

Remark 2
This allows an object to have multiple types.

AT
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MLL sequent calculus

— A LA LA #

I AN T Cut

" A I #B " ,AB
I " #,A* B " A" B
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Proof Structures

DePnition 1
A proof structure for MLL is a graph constructed using thel@ing nodes. J

o

Figure: Liens axiomes et coupures
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Proof Structures

A proof structure for MLL is a graph constructed using thel@ing nodes.

¥

Figure: Liens®

Debnition 1 J
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Non sequentialisable proofs

Remark 3
Proof structures do not always correspond to a sequent dalsyproof. J

Figure: An example of a non sequentialisable proof

Remark 4

The key point here is the possibility of writing things thateanot proofs (as in th
syntactic proof of completeness for LK, it gives the syntasemantical Ravour),
but we will be able to distinguish the "real" proofs.

SN
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Correctness criterions

In order to distinguish sequentialisable proof structyre® usecorrectness
criterions: Long trips (LT), Danos-Regnier (DR), counter-proofs (CPgtc.
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Correctness criterions

In order to distinguish sequentialisable proof structyre® usecorrectness
criterions: Long trips (LT), Danos-Regnier (DR), counter-proofs (CPgtc.
Correctness criterion have the same global structure. Rebe a proof structure:

@ We debne a familyf of objectsR: trips (LT), graphs (DR), partitions of a
set (CP);

@ We show thatR is sequentialisable if and only if each elementlofatisfy a

given propertyP : being a long-trip (LT), being connected and acyclic (DR)
etc.

CET T T
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Correctness criterions
Looking into the criterions a little further, one can notideat:
o the elements oflf are debned only by thiogical partof the proof structure,
i.e. the structure without its axiom links;
o the propertyP is then a condition on how the axioms interact with thests
inT.
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Correctness criterions
Looking into the criterions a little further, one can notideat:
o the elements oflf are debned only by thiogical partof the proof structure,
i.e. the structure without its axiom links;
o the propertyP is then a condition on how the axioms interact with thests
inT.

Slogan 1

Set of axioms = An untyped proof
Set of testsT = Logical part = Type
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Correctness criterions
Looking into the criterions a little further, one can notidbat:
o the elements oflf are debned only by thiogical partof the proof structure,
i.e. the structure without its axiom links;

o the propertyP is then a condition on how the axioms interact with thests
inT.

Slogan 1

Set of axioms = An untyped proof
Set of testsT = Logical part = Type

One criterion is particularly interesting, since elemeafd and the axiom part both
yield permutations. This homogeneity allows us to take omepsfurther: consider
elements ofT as a kind of proofs (incorrect proofs).

CETTITITICTIT 1T
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A toy example: permutations

We will show on a simple example how one constructs such advaonk.

Debpnition 2 (Untyped proof)
An untyped proofis a paira= +X,$,, where:

1. X - %(N)\{} is called thelocationof a;
2. $ is a permutation on X.

CETTITITICTIT 7T
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Composition

o LetOs consider two untyped proofs.

For exemplea= +{1,2,3,4},(1,2,4,3), andb= +{1,2},id,:

5850 %

CETTITITICTIT 1T
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Composition

@ Their composition is obtained by plugging them together:

N\
cleldle
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Composition

@ Their composition is obtained by plugging them together:

N\
cleldle

@ This operation is analogue to the application of a programanother.
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Composition

@ Their composition is obtained by plugging them together:

N\
cleldle

@ This operation is analogue to the application of a programanother.

@ There is a correspondence with the operation of applicatiompure
I -calculus.
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Execution

@ The execution of this application gives as a result:
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Execution

@ The execution of this application gives as a result:
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Execution

@ The execution of this application gives as a result:

Y He
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Execution

@ The execution of this application gives as a result:
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Execution

@ The execution of this application gives as a result:

@ Execution corresponds td-reduction in! -calculus.
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Internal Cycles and termination

@ Sometimes the composition of untyped proofs can generatee@ialO cycles
(loops).

@ For instance, leta= +{1,2,3,4},(1,2,4,3), andb®= +{1,2},(1,2),:
olololopelo
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Internal cycles and termination

@ The execution of the application yields:

7S
LOO®
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Internal cycles and termination

@ The execution of the application yields:
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Internal cycles and termination

@ The execution of the application yields:

@ This means that the computation (execution) does not terrate.
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Internal cycles and termination

@ The execution of the application yields:

@ The presence of internal cycles means that the computatio®sl not
terminate.

@ There is an analogy with non-terminating reductions of purdgerms, e.g.
(! x(X)x)! x(x)x.
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Application of untyped proofs

@ The genuine application of two untyped proofs can be statedhe following
way:

Debnition 3 (Application)

Letbea= +X/ Y,$, andb= +Y,&, with X0 Y = . and let' x be the partial

identity on X.
The application ofa to b is dePned when no internal cycles appear and it is the

debned as:
[alb= #X,$ &

where

$ &="'x($/ $&$/ $&$&S$..) «
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Orthogonality

DePnition 4 (Orthogonality)

Two untyped proofsa= +X,$, andb = 4X, & are orthogonalif and only if$& is
a cyclic permutation.

@ This intuitively means that a prograna is tested (OconfrontedO) with anothe
oneb and that b is OacceptedO layand vice versdi.e. a pass the test ob
and b pass the test of).

@ Note that the condition for the orthogonality of two untypegroofs

represents a special case of a terminating execution (thiswore obvious in
Ludics or Gol).
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January 21, 2011 38148

A. Naibo, M. Petrolo, T. Seiller (Paris1, Paris7, IML) LOCI|



From untyped proofs to types

Debnition 5

A type is a set of untyped proofs T such that there exists a sedfSuntyped
proofs with T= SY = {$|$U&,1&- S}.

We already pointed out that it s equivalent to:

DePnition 6 (Type)
A subsetA of S(X) equal to its bi-orthogonaA" is called atype (of carrier X).J

Intuitively, this means that if two untyped proofs are in tleame type, they
somewhat behave in the same way (since they both pass a gwenfdests).
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Logical operations (1)

@ In this setting we can debne multiplicative connectivesinéar logic.

9 Leta= #X,$, andb= +,&,,6 whereX 0 Y = .. We can debne théensor
product of a and b by:

a" b=#X/Y,$/ &

o Let A and B two types of respective carrieds and Y, whereX0Y = .. We
debne the typeA " B of carrierX / Y by:

A" B={a" bla- Aandb- B}
@ The operator" satisbes the following properties:

' A" B=B" A (Commutativity)
A" (B" C)=(A" B)" C (Associativity)
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A. Naibo, M. Petrolo, T. Seiller (Paris1, Paris7, IML) LOCI| January 21, 2011 40/ 48




Logical operations (2)

o Let beA andB two types and consider the set

A" B={flla- A [fla- B}

Theorem 2
The following equivalence hold#s " B = (A" BY)Y.

Corollary 2
The setA" B is a type.
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Truth

In such frameworks, we can debne a notion of correct proofs tanth.

Debnition 7

An untyped prooftX, $, is correct when it is a disjoint union of transpositions,.i
when$? = Id and$(x) 2 x for all x- X.

m

o

DePnition 8
A type is true when it contains a correct proof.

Proposition 1
Truth is preserved by thé operation and application (execution).
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Logical and non-logical operations

o Every operation on untyped proofs allows one to debne an atjmer on
types. For instance, ifj(x,y) debPnes an untyped proofs from two untyped
proofsx andy, we debne the operation on types

9(A,B) = {g(x,y) : x- Ay- B}

@ Given a type it is also always possible to debne its dual atl¢hel of types.
However, this dual cannot always be expressed through amatio® over
untyped proofs.

An operation on types will be a logical constant when both ftdeits dual have a
computational meaning, i.e. when they are debPned as a "raturonstruction on
untyped proofs.

@ For instance, in the permutations framework a natural constion on
untyped proofs can be debned as a construction that preseinvelusions
and/or correctness.
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Non-logical operations: An example

o LetOs take an untyped proaf= +X,$, and dePne the operation aiquare

exponentiation;
a = X, 8%,

@ Given a typeA, the square operation over untyped proofs induces the new

type:
#A={a’|la- AAW

We now take a look at some examples:
o The setsF, = {+{1,2},id,} andF3; = {+{1,2,3},id,} are types.

o We have iy
C2 = {+{ 1! 2} ' (1! 2)1} = Fg

Cs={+1,23},(1,273),,+{1,2,3},(1,3,2),} = Fg

o These equalities are satisbetlF, = F», #C, = F,, #F3 = F3, #C3 = Cs,
hence(# C,)Y = C, and (# C3)" = F3
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Advantages of these frameworks

@ The framework is rich enough: each operation on untyped fsatebnes an
operation on types and there already exists many properiesntyped
proofs and types that could be used to distinguish betweegidal and non
logical operations on types, for instance:

' the preservation of correctness;
the "naturality”, i.e. the preservation of inclusion in cas of permutations;
internal completeness (i.e. the closure by bi-orthogonaliis not necessary);

@ The notion of execution needs not be adapted when a new coietiton is
introduced, as opposed to what happens when one works withdi-calculus.
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Outline

© Conclusions
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By way of conclusion (1)

@ In the prst two parts we have analyzed a series of princighes give
su'cient conditions for being a logical constant.

@ A linguistic operator (i.e. an operator applied over typas)yuled out of the
domain of logical constants if it does not respect those pijles.

@ Instead, by taking as primitive the operations over untypaujects what we
get is a condition for allowing an operator tenter into the domain of the
logical constants.

@ What about inferentialism?

@ Strictly speaking, our computational untyped setting castrbe considered as
an inferentialist account.
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By way of conclusion (2)

@ In the Tractatus, Wittgenstein points out
All inference is made a priori (15.133) [

@ TUP makes explicit the interplay between treepriori rules of a logical
setting and thea posteriorinormativity (Girard) of the untyped setting.

@ TUP as an interac}ional framework (execution and orthogtiyahave a
Odialogical RavorO)

From a philosophical point of view UPT can be seen as a usefalydical
tool which allows the comparison between dilerent approasho the
meaning of logical constants:

Dummett/Prawitz - Harmony for veribcationist/pragmatist theories
Martin-LSf - Curry-Howard and judgemental methods
Brandom - Normativity and intentionality
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